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Abstract: Problem statement: All simultaneous equation estimation methods hases desirable
asymptotic properties and these properties becdfaetige in large samples. This study is relevant
since samples available to researchers are masidyl $n practice andare often plagued with the
problem of mutual correlation between pairs of ndleviates which is a violation of the assumption
of mutual independence between pairs of such rardiriates. The objective of this research was to
study the small sample properties of these estimatben the errors are correlated to determinieeif t
properties will still hold when available sampleg aelatively small and the errors were correlated.
Approach: Most of the evidence on the small sample propertiegshe simultaneous equation
estimators was studied from sampling (or Monte @agkperiments. It is important to rank estimators
on the merit they have when applied to small samplbis study examined the performances of five
simultaneous estimation techniques using some ef lasic characteristics of the sampling
distributions rather than their full descriptionhel characteristics considered here are the mean, th
total absolute bias and the root mean square dResults. The result revealed that the ranking of the
five estimators in respect of the Average Total dbe Bias (ATAB) is invariant to the choice of the
upper (R) or lower (B) triangular matrix. The result of the FIML usinglS8E of estimates was
outstandingly best in the open-ended intervals auotbtandingly poor in the closed interval (-
0.05<r<0.05) when Pand B was re-combined.Conclusion: (i) The ranking of the various
simultaneous estimation methods considered basdbeimsmall sample properties differs according
to the correlation status of the error term, thentdiability status of the equation and the assime
triangular matrix. (ii) The nature of the relatibis under study also determined which of the datéar
judging the performances of the estimators coulgdie to perform best when compared with others.

Key words: Monte Carlo, random deviates, mutual correlatiotaltabsolute bias, root mean square
error

INTRODUCTION empirical mean square errors, biases and sampling
variances meaningless.

The simultaneous equations model is most The theoretical ranking of the various simultarssou
important to econometricians both from a theorétisa estimation techniques on the basis of the asynptoti
well as applied perspective. It is unfortunate tthet  properties is important if the sample size is
estimators employed have exact, finite-samplesufficiently large. However, given that in practite
distribution ‘that are difficult to derive. Thus,eth researcher works usually with small samples, the
properties are usually discussed only on the bakis asymptotic properties of the estimates are ofelittl
large sample theory. Small sample properties haemb assistance in his choice of technifue What is
studied using Monte Carlo techniques by many asthorimportant is the ranking of the estimators on trerim
including JohnstdA®>')  However, these studies they have when applied to small samples.
cannot sort out the possibly complex dependentkeof Conventionally, the ranking has been based on some
distributions on unknown parameters, nor do theysmall-sample properties’ which are considered as
reveal the possibility that moments of the exactdesirable’ or ‘optimal’ for the estimate to posse$he
distribution do not exist, making comparisons of properties considered in this study are:
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 Average of estimates *  Negatively correlated intervd, . <-0.05)
* Absolute bias of estimates and

* Feebly negatively or positively correlated interval
¢ Root mean square error y neg y P y

(-0.05< ¢, <+0.03

The question that is often asked is which of the:  Positively correlated intervdk, . >+0.05)
criteria is the most important? Should we prefer an
estimate with the smallest bias or minimum variaoce
if it has the smallest mean square error? Theme iaw The pairs of random sequenc{ésn,sm);t =1,..., I\}
that says that bias or efficiency should be ranked are generated such that the disturbance terms are
some unique order. Much depends on the natureeof thyistriputed N(OZ).
relationship being studied and the purpose it im@o
to serve. In some cases, the minimum variance raay b _ : ) )
more desirable than small bias, while in some caseQala generation: In econometrics, while asymptotic
the least bias may be the most desirable properbet Properties of estimators obtained by various
possessed by an estimator Koutsoyidfnis econometric techniques are deduced from postutates
Obviously, the importance of each criterion is to aself-evident assumptions, the small sample progeeatf
certain extent a matter of subjective decision hof t the various econometric techniques have been studie
econometrician. Cradf) noted that the standard errors from simulated data in what are known as Monte €arl
of the consistent methods would lead to reliablestudies and not with direct application of the téqbes
inferences, but this was not always the case as tH@ actual observations. This approach is due tdabe
standard errors of the OLS are not useful for mgkin that actual observations on economic variablesfies
inference about the true values of the parameterglagued with problems such as multi collinearity,
Summer&? reached a very similar conclusion that theautocorrelation, errors of measurements, non sgdderi
OLS method is inferior to the consistent methods ofdisturbances and other economic “diseases”
estimation. The presence of autocorrelation in thesimultaneously. All the estimators whose small damp
structural disturbances leaves unchanged the rgrin  properties are studied here are based on the assamp
the system estimators established under textboothat all these problems are absent, thus suchestudi
assumptions and appears to have little effect eir th cannot be successfully studied using a real lifea.da
bias Crag§. The “typical” specification of serial The Monte Carlo approach allows the experimenter to
independence of the errors in simultaneous equationset up an artificial system where values are géeera
models has been recently extended to include thfyr the random disturbances for some specified &amp
possibility of auto correlated errors. The degreel a sjze and using these values, values are calcufated
type of auto correlation among the errors are ftepor the endogenous variables based on the assumptions o
by® as very vital. this artificial problem at each sample pé&nt
Pretending that the parameters are unknown angj usin
only the values of the endogenous and predetermined
variables at each sample point, several estimating
Yo =BY o+ VaX o +U 4 techniques are applied in turn to obtain associated
estimates of the parameters. The process of gémgrat
values for the disturbances, obtaining values Far t
endogenous variables and calculating estimatebeof t
parameters is repeated, or replicated, a large aumb

Model specification: Consider the following model:

Yoo =BoY 1 VoK 5t Y X 5#U

Where: of times. The set of estimates of each parameter by
Y's = The endogenous variables each estimator are then used to infer propertigbef
X's = The predetermined variables estimators for the given sample size and for the
u's = The random disturbance terms chosen values of the paramet8rghis study uses this
B's andy's = The parameters method with sample size, N, chosen to be N = 40 and

replicated 100 times. The following values are
Three levels of assumed correlation between pairgrbitrarily assigned to the structurgbarameters;
of random deviates are considered as follows: B = 1.5,B,1 = 1.8,y11 = 1.2,y5, = 0.5,y,3 = 2.0Y and
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values are arbitrarily assigned to the covarianaegrim Using the values of the covariance matrix, we
of the disturbance terms as follows: have:

co as Uy= 1.707825128,+1.443375678,
={2.5 3.0} Uz = 1.732050808,

Fixed values are generated for the exogenous The above procedure is repeated for the lower
variables X, Xy and X from the uniform (1, 0) triangular matrix, B such that:
distributiod”. Furthermore, the pairs of random
sequences{(en,sm)} generated are then used to obtain, _ [Dn 0 j

values for the random disturbanceg &hd U such that D, D
they are consistent with the covariance ma@igiven

above. A method presented by Nd&farfor the MATERIALSAND METHODS
transformation of W independent series of standard

random deviates of length N into W series of random  The main task in. the present context is the
variables with zero means and a specified covagianCyeneration of - stochastic dependent (endogenous)

21 22

matrix is used. variables, Y (i = 1,2, t = ., T) which are
Z is therefore decomposed by a non- singular uppesybsequently used in estimating the parameterbeof t
triangular matrix P such that: model.
To achieve this, the following have to be assumed:
Q=PP
«  Values of the predetermined variableg, X, and
So that: X (t=1,...,T)
*  Values of the parametes,B,, V.., Y » andy ,
_ (b, D, » Values of the elements £, the variance-
1T ( 0 Dzz] covariance matrix of U, i.eqy,, 012 anda,,
Then: Essentially, attention is focused on computing

numerical values for (i =1, 2, t = 1,...,T) using the
reduced form of equations:

[Dll DlZ][Dll O ]: [0—11 0-12]
0 D22 D21 D22 0—12 0-22 ylt = rlllx 1I+ r 12( 21+ M ]S: 3I+V 1

D,,= +,0 -
2z 2 Yo = rl21xlt+r| 22X 21+r| zg: 31+V 2t

D, = 0%22 Where:
VnB* Bﬂyzg B.y zg

n = . .
D, = +4 [0‘11— DZ12 By V. Yol

( +B21u21)
The random disturbance series are obtained as' :(BleanUzt)
follows:
=(1 B12[321)
U = P(Dll DlZJ(Slj
N0 Dyle, The most complex step in generating stochastic

dependent variables is the simulation of the etleons

Ui(i=1,2;t=1,..., T) where selection of onl pf
(Un]: o, -Dz, 0%22 [S“J i (i = _ ) ly 20
Uzl 821

& which fall into one of these three categories &bigv

0 +J0,, made.
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RESULTS In Table 3, the ranking also shows that while OLS
o _ _ _ _ ranks high as best estimator of error terms withda
One of the objectives of this study is to identify negative or positive correlation, 3SLS is best with

which of the three levels of correlation coeffidien feebly correlated error terms. The ranking of eators
between the error terms accommodates best estimates

of the parameters produced by each of the fivd" Which R and B are combined is dominated by the
estimators. It is also of interest to compare thg@nking obtained under,PIn that Table 3, OLS ranks

distribution of ‘best’ estimates for the two eqoas  high in the two open intervals while 3SLS rankshhiig
and for R and B. To achieve this objective ‘best’ the closed interval where the error terms are feebl
estimates are identified and presented by summarizi correlated.

thet ralnking IO];' theb vtarioustrt]ecgnitqugs wh?n r;‘tge,re 'S" The next Table 4 and 5 contain summaries of the
mutual corrélation between the disturbance termtsen performance of estimators using total absolute bfas

model for cases of upper and lower triangular roafi : T . :

(P, and R). Table 1-11 are generated from the results O{estlma}te.s. The criterion is to consider an estimat

the Monte Carlo studies carried out as outlinedvaio ~ ‘best’ if it produces the smallest total absolutasbout

section 3.0. The following criteria are considefed  of the three levels of correlation coefficient.

judging the performances of the estimators; avecdge Here in Table 4, OLS is the poorest method on the

estimates, absolute bias of estimates and root meanmiterion of bias at the negatively correlated aidate

squared error of parameter estimates. that we make use of the ‘estimated bias’ as our
On the criterion of Average, here ‘best’ estimatecriterion, which is the difference between the meén

im:alies that estimate that is closest to the traiameter  the estimates and the true value of the parameters

value.

In Table 1, the best method is the 3SLS CloseNAbsolute Biae{e)=‘e—e‘ . OLS ranked best in the other
followed by OLS at the negatively correlated int®rv two intervals while it changed positions with theL®
while  2SLS  performed poorly. Whereas OLS y; the open-ended intervals. The performanced el

maintained its position at the positively correthte ogiimators are not different in the middle intenviere
region, the 3SLS is the poorest. At the feebly@ated 4 . (ks are the same

region, 2SLS method ranks highest while FIML appear

at the bottom of the list. The FIML appears to be t In Table 5 When the errors are not strongly

best method when the errors are positively cordlat ~ correlated 3SLS puts up the best performance and
From Table 2, it was observed that for the lowerFIML seems to be inferior in this group. Nonethsles

triangular matrix, FIML retained its position agthest in the other open-ended intervals FIML is outstagtii

method when dealing with positively correlated esro best.

OLS however, moved to the top position while 3SLS  |n order to know which of the three intervals loé t
appears to be the least important at the negativelyreiation coefficient house the ‘best’ estimates
correlated interval. At closed interval, 3SLS isstbe each parameter produced by each estimator, the

while OLS is the poorest. . . ) :
Collapsing the Table 1 and 2 and looking at thefollowmg method is adopted; the interval that proes

general performance of these methods when ththe minimum .estimate of RMSE (smallest root mean
triangular matrices - are unimportant, we have thé&duare error) is counted as the one that accomemdat

Table 3. the ‘best’ estimate, this is shown in Table 6.

Table 1: Rank of estimators using Averagg (P Table 3: Rank of estimators using averageafitl B combined)
r<-0.05 -0.05<r<0.05 r>0.05 r<-0.05 -0.05<r<0.05 r>0.05
3SLS 2SLS FIML oLS 3SLS FIML
oLS 3SLS OoLS FIML 2SLS oLS
FIML LIML LIML LIML LIML 2SLS
LIML OLS 2SLS 3SLS oLS LIML
2SLS FIML 3SLS 2SLS FIML 3SLS
Table 2: Rank of estimators using averagg (P

1<-0.05 -0.05<r<0.05 >0.05 Table 4: Relative importance of estimators usingpalie bias (P
oLS 3SLS FIML r<-0.05 -0.05<r<0.05 r>0.05
LIML LIML 2SLS 3SLS OLS oLs

FIML 2SLS oLS 2SLS/LIML 2SLS/LIML/3SLS/FIML FIML
2SLS FIML 3SLS FIML LIML/2SLS
3SLS OLS LIML OLs 3SLS
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Table 5: Relative importance of estimators usiras fB)

Table 9: Summary of the ranking of estimators ofrage and

r<-0.05 -0.05<r<0.05 r>0.05 RMSE R
FIML 3SLS FIML/OLS r<-0.05 -0.05<r<0.05 r>0.05
LIML/3SLS OLS/2SLS 2SLS/LIML
2SLS LIML 3SLS AVERAGE RMSE AVERAGE RMSE AVERAGE RMSE
oLS FIML 3SLS FIML 2SLS 3SLS FIML FIML
OLS OoLS 3SLS 2SLS OLS OLS/2SLS
Table 6: Ranking of estimators using RMSE) (P EIII'\\/I/III__ 23SSII:SS é'ﬁ"SL Lcl)l\li”S_ lel\gll__s L"\é”S_LS
r<0.05 0.05<r<0.05 r>0.05 25LS LIML FIML FIML  3SLS
FIML 3SLS FIML
OoLS 2SLS OLS/2SLS
3SLS LIML LIML Table 10: Summary of the ranking of estimators wérage and
2SLS oLs 3SLS RMSE B
LIML FIML 1<-0.05 -0.05<r<0.05 r>0.05
Table 7: Ranking of estimators using RMSE) (P AVERAGE RMSE AVERAGE RMSE AVERAGE  RMSE
r<-0.05 -0.05<r<0.05 >0.05 OLS oLs 3sLS oLs FIML 3SLS
oLS oLS 3SLS LIML LIML/FIML  LIML LIML 2SLS 2SLS
LIML/EIML LIML 2SLS FIML 2SLS 2SLS 2SLS oLs FIML
2SLS 23LS FIML 2SLS 3sLS FIML 3SLS/FIML  3SLS LIML
3sLS 3SLS/ FIML LIML 3SLS OLs LIML oLS
OLS
Table 11: Ranking of estimators underaRd B on ATAB and CV
Table 8: Ranking of estimators using RMSE §Rd B combined) ATAB Ccv
r<-0.05 -0.05<r<0.05 r>0.05
FIML OLS/2SLS/3SLS FiML PP ! P
oLS LIML 3SLS 3SLS oLS 2SLS
2SLS/3SLS LIML LIML 2SLS LIML
LIML FIML LIML 2SLS 2SLS LIML OoLS
2SLS/3SLS oLS oLsS oLS 3SLS 3SLS
FIML FIML FIML FIML

The performance of FIML on the criterion of
RMSE is similar to its performance on the critermn
bias when upper triangular matrix,fHs assumed as
shown in Table 6. In Table 6, FIML put up the best

performance when the error terms are either neggtiv :

or positively correlated, closely followed by OLS i
both regions. They both performed poorly in the died
interval. 3SLS ranks first in the middle intervaida
ranks least at the positively correlated area. Litdhks

last in the interval when the errors are negatively

correlated.

As shown in Table 7, when the upper triangular
matrix
negatively or feebly correlated, OLS has an outitan
performance. It however, performs badly at the
positively correlated region. In the regions whéxeS
ranks best, 3SLS ranks last while it performs lédstre
OLS seems to be least. Again, FIML is non existant
the closed interval which implies that its perfonoa at
this interval is regardless of the triangular matri
assumed.
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is assumed and the error terms are either

A comparison of the results for combinedaRd B
in Table 8 shows that:

FIML is outstandingly best in the open-ended
intervals and outstandingly poor in the closed
interval

OLS is reasonably good at all intervals except the
third interval (r>0.05)

3SLS is the most ubiquitous of the five estimators
in term of its position in the three intervals unde
P,and B

Entries in this table show that Bominates results
of combined Pand B

Comparable results of the ranking of estimators: It
is of interest to study the extent to which thekiag of
estimator performance on several criteria are
agreement or otherwise.

Comparisons of the entries in the following Table
and 10 reveal some agreement in the ranking okthes
estimators in the middle (closed) and thirdeiival

in
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(-0.05<r<0.05 and r>0.05) for,And in the first interval no law says that bias or efficiency should be ranke
(r<-0.05) for B. some unique order. Much depends on the natureeof th
Using the Average Total Absolute Bias (ATAB) relationship being studied and the purpose it imgo
and its Coefficient of Variation (CV) the five esttors to serve. While a minimum variance may be more
are ranked as follows in increasing order of biad a desirable in some cases than small bias, the lBast
coefficient of variation under;Rand B as these can be may be a more desirable property to be possessed by
seen in Table 11. our estimators in some other cases. It is important
It is noteworthy in Table 11 that in respect of note that the importance of each criterion is to a
average absolute bias that the five estimators ran&ertain extent a matter of subjective decision o t
uniformly under P and B. This finding clearly shows researcher.
that the ranking of the estimators in terms of the  The ranking of the various simultaneous estimation
magnitude of the average total absolute bias igriamt  techniques considered on the basis of their sraaipte
to the choice of the upper j)Por lower (B) triangular  properties differs according to the correlatiortusgteof
matrix. the error term (whether the errors are positively

It is also remarkable that whereas the averaggorrelated, negatively correlated or feebly cotesi}
absolute biases of the other four estimators tagditst  the identifiability status of the equation and the

four positions, those of FIML maintain a very difta assumed triangular matrix(Br P).
fifth position. The poor ranking of FIML in this
situation of correlated disturbances and over-ifiedt
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